
 

PhD Position: Runtime Threat Prediction 
 
The MOCS team at Lab-STICC ENSTA-Bretagne is searching for a young, motivated and 
skilled PhD researcher with a strong background in computer science and engineering. 
 
Position: PhD student 
Duration: 36 months starting date: as soon as possible 
Requirements: Master + European citizen 
Where: MOCS team at Lab-STICC ENSTA-Bretagne, Brest 
Scientific advisors: Loïc LAGADEC, Ciprian TEODOROV, Youri HELEN 
 

About Lab-STICC ENSTA-Bretagne 
ENSTA Bretagne was founded in 1971 and is a multidisciplinary engineering institute under 
the auspices of the French Defence Ministry (DGA). ENSTA Bretagne has established itself in 
the field of IT oriented research, thought its laboratory Lab-STICC (UMR 6285), standing for 
”Information and Communication Science and Technology Laboratory. Lab-STICC is a French 
National Centre for Scientific Research (CNRS) mixed unit shared with two universities and 
two other engineering institutes. 
Lab-STICC’s focus can be summed up in the following motto: COMMUNICATE and DECIDE 
« from sensor to knowledge » standing for bringing solutions for physical layers at radio- 
frequency level, designing data transmission and management systems based on advances in 
both algorithmic and micro-electronic fields, and analyzing information to deliver knowledge 
to final users. 
Lab-STICC ENSTA Bretagne has been developing several tools that perform system level 
design and verification (OBP, http://www.obpcdl.org/), high-level synthesis (Morphose), and 
low-level reconfigurable architecture modelling & design kit (Madeo), that are currently being 
retargeted to security concerns. 

Context 
Embedded systems are, today, at the hearth of most complex systems and the tendency is 
towards an increased reliance on the use of dynamically “programmable” software and 
architectures even in security-critical systems. In this context, the French government 
emphasizes the need to acquire a nation-wide capability in the field of cyber-security enabling 
the protection against cyber-attacks of vital infrastructures and systems. 
Traditionally, in the case of critical embedded systems, the design and production process 
follows a very strict system engineering discipline to guarantee the quality of the solution with 
respect to the formalized requirements. However, as these systems interact with their 
operational environment it is hard to exhaustively capture the dynamic behavior of the 
environment and to statically prove the safety requirements of the system in its real operational 
environment. Moreover, if the system is “supposed” to operate in an adverse environment the 
static verification becomes virtually impossible due to the existence of un-anticipated 
environment behaviors (e.g. unknown attack scenarios). 
Typical attack scenarios consist in voluntary changing the behavior of a system by introducing 
environmental perturbation outside of the “allowed” and guaranteed operational ranges 
(electromagnetic attacks, out-of-range temperature and pressure conditions, etc). The emerging 
behavior of the systems in such conditions is hard to predict. However, in the case of reactive 
control systems, there is a “temporal window” between the start of the divergent environment 



action and the reaction of the system. This “temporal window” offers the possibility to 
dynamically reconfigure the system in a protected mode before the concretization of the attack. 
This dynamic reconfiguration of the system is based on the runtime anticipation of threats, and 
its principal requirement is that the “protective reaction” should occur during the “temporal 
window” and not afterwards. 

Research Topic 
In the context of software system, there is a large research body studying attack detection and 
prediction at the application and system-level [1]. In the integrated circuits (IC) domain, 
however, most of the research efforts are geared either towards the study of low-level security 
mechanisms (cryptography, physically un-clonable functions, etc.) or towards technological 
security solutions (side-channel attacks, etc.). The globalization of system-on-chip (SoC), 
however, widens the security requirements to include the need for efficient and scalable attack 
detection and prediction methods at the hardware-level [2]. The project SAFES [3], for 
instance, integrates system-level attack detection in a SoC architecture with high-security 
guarantees. Nevertheless, most of the solutions today rely on the monitoring of secondary 
witness variables, like the energy consumption, that implies that a potential attack is detected 
only after it influences the witness variables. The principal drawback of these approaches is 
that the detection happens after the concretization of the attack in the system. 
This thesis strives to address this problem by the introduction of a configurable prediction 
system capable of anticipating a threat before it starts to impact behavior of the protected 
system. The prediction module, inspired by formal exhaustive verification techniques [4, 5], 
would be a hardware module integrated in a SoC. It would be able to exhaustively check the 
reaction of the embedded SoC controller to the operational environment up to a predefined 
security bound. This prediction phase would be parallel to the real-execution phase and would 
enable the detection of a potential threat before its concretization on the real execution. 
 
Some related research problems addressed by the MOCS team at ENSTA Bretagne are: high-
level circuit synthesis [6, 7, 8], reconfigurable system-on-chip design [9], security verification 
through online hardware monitoring [10], and environment-driven formal verification [11]. 
The MOCS team at ENSTA-Bretagne has exclusive access to a high-performance FPGA 
platform and one high-performance in-memory super-computer, which would offer the needed 
infrastructure for performing quantitative and qualitative evaluations on industrial case-studies 
to validate the scientific hypotheses and the results obtained.  
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